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Preface

This manual, the Sun StorEdge™ QFS and Sun StorEdge SAM-FS File System
Administration Guide, describes the file system software included in the Sun StorEdge
QFS and Sun StorEdge SAM-FS 4.2 releases. The software products and the file
systems they include are as follows:

m Sun StorEdge SAM-FS file system. The Sun StorEdge SAM-FS environment
includes a general-purpose file system along with the storage and archive
manager, SAM. The Sun StorEdge SAM-FS environment’s file system enables data
to be archived to automated libraries at device-rated speeds. Data can also be
archived to files in another file system through a process known as disk archiving.
The file system in the Sun StorEdge SAM-FS environment is a complete file
system. The user is presented with a standard file system interface and can read
and write files as though they were all on primary disk storage.

m Sun StorEdge QFS file system. The Sun StorEdge QFS file system can be used as a
standalone file system, or it can be used in conjunction with the storage and
archive manager, SAM. When used in conjunction with SAM, it is known as Sun
SAM-QFS. Sun StorEdge QFS shares most of the Sun StorEdge SAM-FS file
system’s features. The Sun StorEdge QFS file system, however, is designed for
high performance and contains more features than are supported within the Sun
StorEdge SAM-FS environment.

Note — You can purchase licenses for both Sun StorEdge QFS and Sun StorEdge
SAM-FS software with the intent to run the Sun StorEdge QFS file system with the
storage and archive manager found in the Sun StorEdge SAM-FS software. Such a
system is referred to as Sun SAM-QFS.

This manual does not call out the Sun SAM-QFS configuration unless it is necessary
for clarity. In this manual, you can assume that references to Sun StorEdge SAM-FS
also apply to Sun SAM-QFS configurations when talking about storage and archive
management. Likewise, you can assume that references to Sun StorEdge QFS also
apply to Sun SAM-QFS configurations when talking about file system design and
capabilities.

XXi



The Sun StorEdge QFS and Sun StorEdge SAM-FS file systems are technologically
similar, but within this manual, differences are noted when necessary.

The Sun StorEdge QFS and Sun StorEdge SAM-FS 4.2 releases are supported on the
following minimum Sun Solaris™ Operating System (OS) platform levels.

TABLE P-1  Minimum Sun Solaris OS Platform Levels

Product Minimum Platform Levels

Sun StorEdge QFS Solaris 8 07/01
Solaris 9 04/03

Sun StorEdge SAM-FS Solaris 8 07/01

Solaris 9 04/03

Sun StorEdge QFS in a Sun Cluster  Solaris 8 02/02
environment Solaris 9 04/03

This manual is written for system administrators responsible for installing,
configuring, and maintaining Sun StorEdge QFS and Sun StorEdge SAM-FS file
systems. You, the system administrator, are assumed to be knowledgeable about
Solaris OS procedures, including installation, configuration, creating accounts,
performing system backups, and other basic Solaris OS system administration tasks.

How This Book Is Organized

This manual contains the following chapters:

Chapter 1 provides overview information.

Chapter 2 provides file system design information.

Chapter 3 provides volume management information.

Chapter 4 explains how to perform various tasks for the Sun StorEdge QFS and
Sun StorEdge SAM-FS file systems. Tasks covered include initializing a file
system, adding a server, adding disk cache, and other system administration
activities.

Chapter 5 explains how to use the shared Sun StorEdge QFS file system.
Chapter 6 explains how to use the samu(1M) operator utility.

Chapter 7 explains how to use file system quotas.

Chapter 8 describes how Sun StorEdge QFS software works in a Sun Cluster
environment.

m Chapter 9 explains miscellaneous advanced topics such using multireader file
system and performance features.
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The glossary defines terms used in this and other Sun StorEdge QFS and Sun

StorEdge SAM-FS documentation.

Using UNIX Commands

This document does not contain information on basic UNIX® commands and
procedures such as shutting down the system, booting the system, and configuring
devices. Refer to one or more of the following for this information:

m Software documentation that you received with your system

m Solaris OS documentation, which is at the following URL:

http://docs.sun.com

Shell Prompts

TABLE P-2 shows the shell prompts that this manual uses.

TABLE P-2  Shell Prompts

Shell

Prompt

C shell
C shell superuser
Bourne shell and Korn shell

Bourne shell and Korn shell superuser

machine-name%
machine-name#

$
#
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Typographic Conventions

TABLE P-3 lists the typographic conventions used in this manual.

TABLE P-3

Typographic Conventions

Typeface or
Symbol

Meaning

Examples

AaBbCcl23

AaBbCcl23

AaBbCc123

{arg | arg}

The names of commands, files,
and directories; on-screen
computer output.

What you type, when
contrasted with on-screen
computer output.

Book titles; new words or
terms; words to be
emphasized; and command
line variables to be replaced
with a real name or value.

In syntax, brackets indicate
that an argument is optional.

In syntax, braces and pipes
indicate that one of the
arguments must be specified.

At the end of a command line,
the backslash (\) indicates that
the command continues on the
next line.

Edit your .login file.
Use 1s

% You have mail.

-a to list all files.

)
s su

Password:

Read Chapter 6 in the User’s Guide.
These are called class options.

You must be root to do this.

To delete a file, type rm filename.

scmadm [-d sec] [-r n[:n][,n]...] [-z]

sndradm -b { phost | shost }

atm90 /dev/md/rdsk/d5 \
/dev/md/rdsk/dl atm89
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Related Documentation

This manual is part of a set of documents that describes the operations of the Sun

StorEdge QFS and Sun StorEdge SAM-FS software products. TABLE P-4 shows the

complete release 4.2 documentation set for these products.

TABLE P-4 Related Documentation

Title

Part Number

Sun SAM-Remote Administration Guide
Sun QFS, Sun SAM-FS, and Sun SAM-QFS Disaster Recovery Guide
Sun StorEdge QFS and Sun StorEdge SAM-FS File System Administration Guide

Sun StorEdge QFS and Sun StorEdge SAM-FS Software Installation and
Configuration Guide

Sun StorEdge SAM-FS Storage and Archive Management Guide
Sun StorEdge QFS and Sun StorEdge SAM-FS 4.2 Release Notes

816-2094-11
816-2540-10
817-7721-10
817-7722-10

817-4093-10
817-7724-10

Accessing Sun Documentation Online

The Sun StorEdge QFS and Sun StorEdge SAM-FS software distribution includes
PDF files for the documents for these products. You can view these PDF files from

the following locations:

m At Sun’s Network Storage documentation web site.

This web site contains documentation for many storage software products.

a. To access this web site, go to the following URL:

www.sun.com/products-n-solutions/hardware/docs/Software/Storage_Software

The Storage Software page is displayed.

b. Click on the appropriate link from the following list:
= Sun StorEdge QFS Software
= Sun StorEdge SAM-FS Software
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m At docs.sun.com.
This web site contains documentation for the Solaris OS and many other Sun
software products.
a. To access this web site, go to the following URL:
docs.sun.com
The docs. sun. com page is displayed.

b. Find the documentation for your product by searching for one of the following
products in the search box:

= Sun StorEdge QFS
= Sun StorEdge SAM-FS

Third-Party Web Sites

Sun is not responsible for the availability of third-party web sites mentioned in this
document. Sun does not endorse and is not responsible or liable for any content,
advertising, products, or other materials that are available on or through such sites
or resources. Sun will not be responsible or liable for any actual or alleged damage
or loss caused by or in connection with the use of or reliance on any such content,
goods, or services that are available on or through such sites or resources.

Contacting Sun Technical Support

If you have technical questions about this product that are not answered in this
document, go to the following web site:

http://www.sun.com/service/contacting
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Licensing

For information on obtaining licenses for Sun StorEdge QFS and Sun StorEdge
SAM-FS software, contact your Sun sales representative or your authorized service
provider (ASP).

Diagnostics

The Sun StorEdge QFS and Sun StorEdge SAM-FS software includes the
samexplorer(1M) script. This diagnostic script can be very useful to you and to the
Sun customer support staff. This script produces a diagnostic report of the server
configuration and collects log information. After the software is installed, you can
access the samexplorer(1M) man page for more information about this script.

Installation Assistance

For installation and configuration services please contact Sun’s Enterprise Services at
1-800-USA4SUN or contact your local Enterprise Services sales representative.

Sun Welcomes Your Comments

Sun is interested in improving its documentation and welcomes your comments and
suggestions. You can submit your comments by going to the following web site:

http://www.sun.com/hwdocs/feedback

Please include the title and part number of your document with your feedback (Sun
StorEdge QFS and Sun StorEdge SAM-FS File System Administration Guide, part
number 817-7721-10).
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CHAPTER 1

Overview

The Sun StorEdge QFS and Sun StorEdge SAM-FS file systems are configurable file
systems that present a standard UNIX file system interface to users. TABLE 1-1 shows
how these file systems can be used or combined with the storage and archive
management (SAM) software.

TABLE 1-1  Product Overview

Product Components

Sun StorEdge QFS file Sun StorEdge QFS standalone file system
system

Sun StorEdge SAM-FS Standard file system plus the storage and archive management
file system utility, SAM

Sun SAM-QFS file The Sun StorEdge QFS file system combined with the storage
system and archive management utilities found in the Sun StorEdge
SAM-FS software.

Technologically, the two file systems are similar, but there are also differences
between them. This chapter presents an overview of the features common to these
file systems, highlights the features that differentiate the file systems, and explains
the commands available with each file system. Specifically, this chapter is divided
into the following sections:

m “Common Features” on page 2

m “File System Differences” on page 4



2

Common Features

The Sun StorEdge QFS and Sun StorEdge SAM-FS file systems do not require
changes to user programs, nor are changes required to the UNIX kernel. These file
systems share the features described in the following sections.

vnode Interface

The Sun StorEdge QFS and Sun StorEdge SAM-FS file systems are implemented
using the standard Solaris operating system (OS) virtual file system (vfs/vnode)
interface.

By using the vfs/vnode interface, these file systems work with the standard Solaris
OS kernel and require no modifications to the kernel for file management support.
Thus, the file system is protected from operating system changes and typically does
not require extensive regression testing when the operating system is updated.

The kernel intercepts all requests for files, including those that reside in Sun
StorEdge QFS and Sun StorEdge SAM-FS file systems. If the file is identified as a
Sun StorEdge QFS or Sun StorEdge SAM-FS file, the kernel passes the request to the
appropriate file system for handling. Sun StorEdge QFS and Sun StorEdge SAM-FS
file systems are identified as type samfs in the /etc/vfstab file and on the
mount(1M) command.

Enhanced Volume Management

Sun StorEdge QFS and Sun StorEdge SAM-FS file systems support both striped and
round-robin disk access. The master configuration file (mcf) and the mount
parameters specify the volume management features and let the file system know
the relationships between the devices it controls. This is in contrast to most UNIX
file systems that can address only one device or one portion of a device. Sun
StorEdge QFS and Sun StorEdge SAM-FS file systems do not require any additional
volume management applications. If you want to use mirroring for any devices in a
Sun StorEdge QFS or Sun StorEdge SAM-FS environment, obtain an additional
package, such as a logical volume manager.

The Sun StorEdge QFS and Sun StorEdge SAM-FS integrated volume management
features use the standard Solaris OS device driver interface to pass I/O requests to
and from the underlying devices. The Sun StorEdge QFS and Sun StorEdge SAM-FS
software groups storage devices into family sets upon which each file system
resides.
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Support for Paged and Direct I/O

Sun StorEdge QFS and Sun StorEdge SAM-FS file systems support two different
types of 1/O: paged (also called cached or buffered 1/O) and direct. These 1/0O types
are as follows:

m When paged I/0O is used, user data is cached in virtual memory pages and the
kernel writes the data to disk. The standard Solaris OS interfaces manage paged
I/0. This is the default type of I/0O.

m When direct I/O is used, user data is written directly from user memory to disk.
You can specify direct I/O by using the Solaris OS directio(3C) function call or
the setfa(l) command with its -D option. Large block, sequential, aligned I/O
can realize substantial performance improvements by using direct I/0O.

Preallocation of File Space

You can use the setfa(l) command to preallocate contiguous disk space for fast
sequential reads and writes.

Application Programming Interface Routines

The application programming interface (API) routines enable a program to perform
various specialized functions, such preallocating contiguous disk space or accessing
a specific striped group. For more information about these routines, see the
intro_libsam(3) man page.

High Capacity

The Sun StorEdge QFS and Sun StorEdge SAM-FS file systems support files of up to
263 bytes in length. Such very large files can be striped across many disks or RAID
devices, even within a single file system. This is true because Sun StorEdge QFS and
Sun StorEdge SAM-FS file systems use true 64-bit addressing. This is in contrast to a
standard UNIX file system (UFS), which is not a true 64-bit file system.

The number of file systems you can configure is virtually unlimited. The volume
manager enables each file system to include up to 252 device partitions (typically
disk). Each partition can include up to 4 terabytes of data. This configuration offers
virtually unlimited storage capacity.
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There is no predefined limit on the number of files on a Sun StorEdge SAM-FS file
system. Because the inode space (which holds information about the files) is
dynamically allocated, the maximum number of files is limited only by the amount
of disk storage available. The inodes are cataloged in the .inodes file under the
mount point. The . inodes file requires 512 bytes of storage per file.

For a Sun StorEdge QFS file system, the inodes are located on the metadata device(s)
and are separated from the file data devices. In practice, the size of your metadata
(mm) devices sets the limit on the number of files in a Sun StorEdge QFS file system.
You can increase maximum the number of files by adding more metadata devices.
The hard limit on the number of files is 232-1 files, and the recommended limit is 107
files.

Fast File System Recovery

A key function of a file system is the ability to recover quickly after an unscheduled
outage. Standard UNIX file systems require a lengthy file system check (£sck(1M))
to repair inconsistencies after a system failure.

Sun StorEdge QFS and Sun StorEdge SAM-FS file systems often do not require file
system checks after a disruption that prevents the file system from being written to
to disk (using sync(1M)). In addition, they recover from system failures without
using journaling. They accomplish this dynamically by using identification records,
serial writes, and error checking for all critical I/O operations. After a system
failure, Sun StorEdge QFS and Sun StorEdge SAM-FS file systems can be remounted
immediately, even for multiterabyte-sized file systems.

Adjustable Disk Allocation Unit

The disk allocation unit (DAU) is the basic unit of online storage. The Sun StorEdge
QFS file systems include an adjustable DAU, which is useful for tuning the file
system with the physical disk storage device and for eliminating the system
overhead caused by read-modify-write operations. You can adjust the DAU size in
multiples of 4 kilobytes.

File System Differences

The Sun StorEdge QFS and Sun StorEdge SAM-FS file systems share many features,
and these are described in “Common Features” on page 2. This section, however,
describes the areas in which they differ. One area of difference is performance. The
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Sun StorEdge QFS file system provides the ability to attain raw, device-rated disk
speeds with the administrative convenience of a file system. The following sections
note other ways in which the file systems differ.

Metadata Storage

File systems use metadata to reference file and directory information. Typically,
metadata resides on the same device as the file data. This is true for the Sun
StorEdge SAM-FS file system.

The Sun StorEdge QFS file system separates the file system metadata from the file
data by storing them on separate devices. The Sun StorEdge QFS file system enables
you to define one or more separate metadata devices in order to reduce device head
movement and rotational latency, improve RAID cache utilization, or mirror
metadata without mirroring file data.

Both the Sun StorEdge QFS and Sun StorEdge SAM-FS file systems store inode
metadata information in a separate file. This enables the number of files, and the file
system as a whole, to be enlarged dynamically.

Support for Multiple Striped Groups

To support multiple RAID devices in a single file system, striped groups can be
defined in Sun StorEdge QFS file systems. You can optimize disk block allocation for
a striped group. This reduces the overhead for updating the on-disk allocation map.
Users can assign a file to a striped group either through an API routine or by using
the setfa(l) command.

SAM Interoperability

The Sun StorEdge SAM-FS file system combines file system features with the storage
and archive management utility, SAM. Users can read and write files directly from
magnetic disk, or they can access archive copies of files as though they were all on
primary disk storage.

The Sun StorEdge QFS file system can be used as a standalone file system, or it can
be used in conjunction with the storage and archive manager, SAM. If you are
licensed for both Sun StorEdge QFS and Sun StorEdge SAM-FS, it is called Sun SAM-
QFS.
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When possible, Sun StorEdge SAM-FS sofware uses the standard Solaris OS disk and
tape device drivers. For devices not directly supported under the Solaris OS, such as
certain automated library and optical disk devices, Sun Microsystems provides
special device drivers in the Sun StorEdge SAM-FS software package.

Sun Cluster Interoperability

The Sun StorEdge QFS file system is supported as a local file system and as a highly
available file system in a Sun Cluster environment. The Sun StorEdge SAM-FS file
system is not supported in a Sun Cluster environment.

Sun StorEdge QFS Shared File System Support

The shared file system can be implemented as either a Sun StorEdge QFS shared file
system or as a Sun SAM-QFS shared file system. A shared file system enables you to
implement a distributed file system that can be mounted on multiple Sun Solaris
host systems.

Sun StorEdge QFS shared file systems do not support the following file types:

m b — block special files

m ¢ — character special files

m p — FIFO (named pipe) special files

The shared file system does not support segmented files. You cannot implement a
Sun SAM-QFS shared file system in a Sun Cluster environment.

For more information about this file system, see the “Sun StorEdge QFS Shared File
System” on page 91.
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CHAPTER 2

File System Design

Well-designed file systems are critical to ensuring quick and uninterrupted access to
information. Good design is also essential to file system recovery. This chapter
contains the following sections:

m “Design Basics” on page 7

m “Inode Files and File Characteristics” on page 8

m “Specifying Disk Allocation Units and Stripe Widths” on page 15
m “File Allocation Methods” on page 23

Design Basics

Sun StorEdge QFS and Sun StorEdge SAM-FS file systems are multithreaded,
advanced storage management systems. To take maximum advantage of these
capabilities, create multiple file systems whenever possible.

The Sun StorEdge QFS and Sun StorEdge SAM-FS file systems use a linear search
method when performing directory lookups. They search from the beginning of the
directory to the end. As the number of files in a directory increases, the search time
through the directory also increases. Users who have directories with thousands of
files can experience excessive search times. These long search times are also evident
when you restore a file system. To increase performance and speed up file system
dumps and restores, you should keep the number of files in a directory under
10,000.

Both the directory name lookup cache (DNLC) feature and the directory DNLC
feature improve file system performance. Directory DNLC is available in all Solaris
operating system (OS) 9 releases and in the later Solaris OS release 8 updates.



Inode Files and File Characteristics

The types of files to be stored in a file system affect file system design. An inode is a
512-byte block of information that describes the characteristics of a file or directory.
This information is allocated dynamically within the file system.

The inodes are stored in the . inodes file located under the file system mount point.
A Sun StorEdge SAM-FS .inodes file resides on the same physical device as the
file data and is interleaved with the file data. In contrast, a Sun StorEdge QFS
.inodes file resides on a metadata device that is separate from the file data device.

Like a standard Solaris operating system (OS) inode, a Sun StorEdge QFS or Sun
StorEdge SAM-FS file system inode contains the file’s POSIX standard inode times:
file access, file modification, and inode changed times. The Sun StorEdge QFS and
Sun StorEdge SAM-FS file systems add a creation time, an attribute change time, and
a residence time. TABLE 2-1 summarizes the times that are recorded in the inode.

TABLE 2-1  Content of . inode Files

Time Incident

access Time the file was last accessed. POSIX standard.
modification Time the file was last modified. POSIX standard.

changed Time the inode information was last changed. POSIX standard.
attributes Time the attributes specific to the Sun StorEdge QFS or Sun

StorEdge SAM-FS files systems were last changed. Sun
Microsystems extension.

creation Time the file was created. Sun Microsystems extension.

residence Time the file changed from offline to online or vice versa. Sun
Microsystems extension.

The attributes specific to the Sun StorEdge QFS and Sun StorEdge SAM-FES file
systems include both user settings and general file states. The following two sections
describe these characteristics.

File Attributes and File States

A file’s user-specified attributes and its system-specified states are stored in the file’s
inode. You can use the s1s(1) -D command to display these inode attributes. For
more information about sls(1) options, see the s1s(1) man page.
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A user can specify the following commands to set attributes:
m archive(l)

m ssum(l)

m release(l)

m segment(1)

m setfa(l)

m stage(l)

Users can set attributes from within applications by specifying the following
application programming interface (API) routines:

m sam_archive(3)

m sam_release(3)

m sam_segment(3)

m sam_setfa(3)

m sam_ssum(3)

m sam_stage(3)

User-Specified File Attributes

TABLE 2-2 shows the user-specified attributes that are listed in the inode.

TABLE 22 User-Specified File Attributes

Command Definition Used By

archive -C The file is marked for concurrent archiving. Sun StorEdge SAM-FS
This means that the file can be archived even if
it is open for a write operation. You can use
the archive(l) command to set this attribute.

archive -n The file is marked to never be archived. The Sun StorEdge SAM-FS
superuser can use the archive(l) command
to set this attribute.

release -a This file is marked to be released as soon as Sun StorEdge SAM-FS
one archive copy is made. You can set this
attribute from within the archiver.cmd file
or by using the release(l) command.

release -n This file is marked to never be released. You Sun StorEdge SAM-FS
can set this attribute from within the
archiver.cmd file, or the superuser can use
the release(l) command to set it.

Chapter 2 File System Design

9



TABLE 22  User-Specified File Attributes (Continued)

Command Definition Used By

release -p The file is marked for partial release. You can ~ Sun StorEdge SAM-FS
set this attribute from within the
archiver.cmd file or by using the
release(l) command.

stage -a The file is marked for associative staging. You  Sun StorEdge SAM-FS
can set this attribute from within the
archiver.cmd file or by using the stage(1)
command.

stage -n The file is marked to never be staged. This Sun StorEdge SAM-FS
signifies direct access to removable media
cartridges. You can set this attribute from
within the archiver.cmd file, or the
superuser can use the stage(l) command to
set it.

Not supported on Sun StorEdge QFS shared
file system clients.

setfa -D The file is marked for direct I/0O. Sun StorEdge QFS
Sun StorEdge SAM-FS
setfa -gn The file is marked for allocation on striped Sun StorEdge QFS
group 1.
setfa -sm The file is marked for allocation with a stripe ~ Sun StorEdge QFS
width of . Sun StorEdge SAM-FS

segment nm stage_ahead x

The file is marked for segmentation. The nm Sun StorEdge SAM-FS
notation indicates that the segment is n

megabytes in size. The stage_ahead x

attribute indicates the number of segments (x)

to be staged ahead. You can use the

segment(1l) command to set this attribute.

You can set the attributes shown in TABLE 2-2 on both files and directories. After
directory attributes are set, files that are created in the directory inherit all the
directory attributes at the time of creation. Files created before an attribute is applied
to the parent directory do not inherit directory attributes.

Users can gather information about file attributes by using the s1s(1) command,
which is described in “Displaying File Information” on page 11.
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System-Specified File States

TABLE 2-3 shows the various states that the file systems set for a file. These states are
stored in the inode.

TABLE2-3 System-Specified File States

Attribute Definition Used By

archdone Indicates that the file’s archive requirements have ~ Sun StorEdge SAM-FS
been met. There is no more work the archiver must
do on the file. The archiver sets this attribute. It
cannot be set by a user. Note that archdone does
not necessarily indicate that the file has been
archived.

damaged The file is damaged. The stager or the Sun StorEdge SAM-FS
samfsrestore(1M) command sets this attribute.
You can use the undamage(1M) command to reset
this attribute to undamaged. If this attribute has
been set by the samfsrestore(1M) utility, it
means that no archive copies existed for the file at
the time a samfsdump(1M) was taken. You can
reset this attribute to undamaged, but the file might
still be unrecoverable.

offline The file data has been released. The releaser sets Sun StorEdge SAM-FS
this attribute. You can also set this attribute by
using the release(l) command.

Users can gather information about file states by using the s1s(1) command, which
is described in “Displaying File Information” on page 11.

Displaying File Information

The Sun StorEdge QFS and Sun StorEdge SAM-FS s1s(1) command extends the
standard UNIX 1s(1) command and provides more information about a file.
CODE EXAMPLE 2-1 shows detailed s1s(1) command output that displays the inode
information for file hgc2.

CODE EXAMPLE 2-1  s1s(1) Output in a Sun StorEdge SAM-FS Environment

# sls -D hgc2

hgc2:
mode: -rw-r--r-- links: 1 owner: root group: other
length: 14971 admin id: 0 1inode: 30.5
archdone;

segments 3, offline 0, archdone 3, damaged 0;
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CODE EXAMPLE 2-1  s1s(1) Output in a Sun StorEdge SAM-FS Environment (Continued)

copy 1l: ---- Jun 13 17:14 2239a.48 1t MFJ192
copy 2: ---- Jun 13 17:15 9e37.48 1t AA0006
access: Jun 13 17:08 modification: Jun 13 17:08
changed: Jun 13 17:08 attributes: Jun 13 17:10
creation: Jun 13 17:08 residence: Jun 13 17:08

TABLE 2-4 describes the meaning of each row of s1s(1) output shown in
CODE EXAMPLE 2-1. In TABLE 2-4, note that lines that pertain to archiving do not
appear in s1s(1) output in a Sun StorEdge QFS environment.

TABLE 2-4  sls(1) Output Explanation

Line First Few
Number Characters Content

1 mode: The file's mode and permissions, the number of hard links to the
file, the owner of the file, and the group to which the owner
belongs.

2 length: The file's length in bytes, the file’s admin ID number, and the
file’s inode number.
By default, the admin ID number is 0. If this number is greater
than 0, it indicates the file’s accounting category for counting files
and blocks. You can set this number to a value greater than 0
even when file system quotas are not enabled on this file system.
For information about file system quotas, see “File System
Quotas” on page 223.
The inode number is a two-part number that contains the inode
number itself, followed by a period (.), followed by the inode

generation number.

3 archdone;  The file attributes specific to the file. For more information about
this line, see the s1s(1) man page.

4 segments The segment index information. This line does not appear unless
the file is a segment index. The general format for this line is as
follows:
segments n, offline o, archdone a, damaged d;

segments n shows the total number of data segments for this
file. In this example, there are 3.

offline o shows the number of data segments offline. In this
example, there are no offline segments.

archdone a shows the number of segments for which the
archiving requirements have been met. In this example, there are
3.

damaged d shows the number of damaged segments. In this
example, there are no damaged segments.
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TABLE 2-4  s1s(1) Output Explanation (Continued)

Line First Few

Number Characters Content

5 copy 1: The first archive copy line. The s1s(1) command displays one
archive copy line for each active or expired archive copy. For
more information, see “Archive Copy Line Explanation” on
page 13.

6 copy 2: The second archive copy line. For more information, see “Archive
Copy Line Explanation” on page 13.

7 access: The time the file was last accessed and modified.

8 changed: The time the file content was last changed and since the file’s
attributes were last changed.

9 creation:  The time the file was created and became resident in the file

system.

Archive Copy Line Explanation

The fields in the archive copy lines are as follows:
m The first field indicates the archive copy number.

m The second field contains four indicators, each of which is either a dash (-) or a
letter. Reading them from left to right, TABLE 2-5 shows the information that the
indicators convey.

TABLE 2-5  Archive Copy Line Indicators

Position Meaning

1 Indicates either an expired or active entry.

An s indicates that the archive copy is expired. That is, the file was modified
and this archive copy is a previous version of the file.

A U indicates that the copy has been unarchived. Unarchiving is the process by
which archive entries for files or directories are deleted.

A dash (-) indicates that the archive copy is active and valid.

Chapter 2 File System Design

13



TABLE 2-5  Archive Copy Line Indicators (Continued)

Position Meaning

2 Indicates whether the archive copy is to be rearchived.
An r indicates that the archive copy is scheduled to be rearchived by the

archiver.
A dash (-) indicates that the archive copy is not to be rearchived by the
archiver.

3 Unused.

4 Indicates whether the copy is damaged or undamaged.

A D indicates that the archive copy is damaged. A damaged archive copy is not
a candidate for staging.

A dash (-) indicates that the archive copy is not damaged. It is a candidate for
staging.

m The third field shows the date and time the archive copy was written to the
archive media.

m The fourth field contains two hexadecimal numbers separated by a decimal point
(). The first hexadecimal number (2239a) indicates the position of the beginning
of the archive file on the cartridge. The second hexadecimal number (48) is the
file byte offset (divided by 512) of this copy in the archive file.

m The fifth and sixth fields in the archive copy line indicate the media type and the
Volume Serial Name (VSN) where the archive copy resides.

Checksum Line Explanation

If a file has checksu